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Abstract—Rational Consensus (RC) is a more realistic mod-
elling of the traditional Byzantine Consensus problem, motivated
by the recent works in Rational Cryptography. RC is the problem
of achieving consensus in the presence of Rational, Byzantine and
Honest players (players– participants in the consensus protocol)
in a distributed system. This work focuses on consensus in
multiple rounds with additional agreement on ordering among
rounds which is a more general problem called Atomic BroadCast
(ABC). Blockchains is an example of application of ABC.

This work abstracts rational players in three types on their
incentive structure. We show the impossibility of achieving
consensus for two out of the three types of rational players
under some conditions. For the third type of rational players,
existing work models a single round of agreement and, therefore,
doesn’t capture the existence of another insecure equilibrium
strategy for rational players. We finally fill the gap in the
literature of a Rational ABC by proposing a novel protocol for
rational consensus, namely pRFT. We prove (i) the correctness
of the protocol and (ii) the communication complexity of pRFT,
which is a form of accountable protocol, equals the best-known
accountable agreement protocols.

Index Terms—Distributed System, Rational Consensus,
Blockchains

I. INTRODUCTION

Distributed Consensus is when multiple players with some

input value participate in an agreement protocol to decide on

a common value. There has been extensive work in agreement

and consensus under different threat models, namely (i) Crash

Fault Tolerant — where some fraction f of n players can crash

(not send messages) (ii) Byzantine Fault Tolerant — where

some fraction f of n players can act arbitrarily different from

the protocol and (iii) Rational Fault Tolerant — where some

fraction t behave like byzantine players and another fraction

k are rational players i.e. deviating only when doing so is

incentivized. Current results on each threat model are specified

in Table I, placing our contribution in blue.

Ranchal-Pedrosa and Gramoli [1] introduced a general

rational threat model where t byzantine players and k rational

players can collude. This is called a rational threat model –

RFT (k, t) and the agreement problem called Rational Con-
sensus (RC). The authors propose RC using baiting based pro-
tocol – TRAP by showing the existence of a Nash Equilibrium

(NE) that achieves consensus for t < n/3 and k + t < n/2.

Protocols are called Nash Incentive Compatible (NIC) when

the honest strategy is NE. However, we show the existence of

another (more preferred) NE strategy that causes disagreement

for TRAP when used to solve Atomic Broadcast (ABC). The

Network Threat Model
CFT (c) BFT (t) RFT (t, k)

Synchronous 2c < n [3] 2t < n [4] t < n
2
, k <

n
2

[4]
Partially-
synchronous

2c < n [3] 3t < n [5]
t < n

4
, t+k < n

2

Asynchronous c < n
3

[6] t < n
3

[6] t < n
3

[6]

The results highlighted in blue are contributions of our work.

TABLE I
BOUNDS FOR CONSENSUS IN DIFFERENT THREAT MODELS.

rational players may prefer this dystopic equilibrium point

over the more improbable secure equilibrium, making the

protocol insecure. Game-theoretic security under the existence

of multiple Nash equilibrium points is realized when following

the protocol is Pareto-optimal/Focal equilibrium [2]. Stronger

security guarantees are ensured if the equilibrium is Dominant

Strategy Equilibrium (DSE) instead of Nash equilibrium (NE).

There is an absence of protocols realizing ABC in the

rational threat model. Our work addresses this gap and proves

impossibilities and a novel protocol pRFT that achieves ABC

in the rational threat model under certain conditions.

A. Our Contributions

We generalize the Rational Threat Model proposed in [1].

We classify the rational players into three types represented

by different values of θ (representing player types). θ = 3
is when rational players are incentivized to compromise live-

ness and cause censorship or disagreement. θ = 2 is when

rational players are incentivized only to cause censorship or

disagreement, and θ = 1 is when players are incentivized

only to cause disagreement. Based on this for k rational,

t byzantine players such that t < t0 and total players are

n, we present impossibility of consensus under non-standard

byzantine assumptions for θ = 1, 2. For θ = 3, agreement is

possible for k + t < n
2 and t < n

4 as achieved by proposed

protocol pRFT.

- pRFT achieves consensus with k + t < n/2 and t < n/4
when rational players are of type θ = 1.

- pRFT guarantees correctness (Dominant Strategy Equilib-

rium) and liveness in synchronous and partially synchronous

network settings.

- We show that pRFT achieves optimal message complexity

among consensus protocols that provide accountability.
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pRFT(pni=1, t0)

1: Propose Phase:
2: if i = r mod n then
3: Blockr := ConstructBlock(tx, r, bparent, pi)
4: hl := Hash(Blockr)
5: Broadcast(〈Propose,Blockr, hl, r〉i, sproi )
6: else
7: On Recv. (〈Propose,Blockr, hl, r〉, sprol ):
8: Broadcast(〈V ote, hl, s

pro
l , r〉i, svotei )

9: end if

10: Vote Phase:
11: On Recv. (〈V ote, hj , s

pro
l , r〉, svotej ):

12: votes[hj ] := votes[hj ] ∪ {svotej }
13: if for some h∗, vote[h∗].size ≥ n− t0 then
14: Broadcast

(〈Commit, h∗, s
pro
l , vote[h∗], r〉i, scomi )

15: end if

16: Commit Phase:
17: On Recv. (〈Commit, hj , s

pro
l , votej , r〉, scomj ):

18: commit[hj ] := commit[hj ] ∪ {scomj }
19: if for some h∗, commit[h∗].size ≥ n− t0 then
20: Broadcast(〈Reveal, h∗, s

pro
l , commit[h∗], r〉i, srevi )

21: end if

22: Reveal Phase:
23: Di := ∅,Mi := ∅, Fi := ∅
24: On Recv. (〈Reveal, hj , s

pro
l , commitj , r〉, srevj ):

25: Mi ←Mi ∪ {commitj}
26: Di := ContructPoF(Mi)
27: On Recv (〈Final, Bj , s

pro
l 〉j , sj)

28: Fi ← Fi ∪ {sfinj }
29: On Recv (〈Expose,Dj , r〉, sj)
30: Stash(Dj), r := r + 1
31: if |Di| > t0 then
32: Broadcast(〈Expose,Di, r〉i, sexposei )
33: else if |Mi| ≥ n− t0 then
34: Broadcast(〈Final, Bl, s

pro
l 〉i, sfini )

35: else if |Fi| > n
2

then
36: Broadcast(〈Final, Bl, s

pro
l 〉i, sfini )

37: end if

Fig. 1. pRFT Protocol

Protocol Message
Complexity

Message
Size

Accountability

pBFT [5] O(n3) O(κ · n4) ×
Hotstuff [7] O(n2) O(κ · n3) ×
Polygraph [8]† O(n3) O(κ · n4) �

pRFT O(n3) O(κ · n4) �
†While polygraph achieves same guarantees, their threat model is

much weaker than pRFT’s

Fig. 2. Message Complexity for consensus protocols compared with pRFT

II. OUR MODEL

The system consists of P = {P1,P2, . . . ,Pn} players

which are divided into three disjoint types H — honest

players, T — byzantine players and K — rational players.

The system progresses in rounds, where in each round some

value (in form of a block) is accepted. If nothing is accepted

then empty block (⊥) is agreed upon.

Players. We omit discussing the utility of honest and byzantine

players because they follow honest and arbitrary strategies,

respectively, irrespective of payoffs. The k rational and t
byzantine players that can form collusion of ≤ t+ k size.

System States. The system states are: (1) σNP — no new

blocks finalized, (2) σCP — censored transactions are not

accepted in any round, (3) σFork — two honest players agrees

on different blocks and (4) σ0 — honest execution.

Utility. Utility is based on current state σ, player type θ,

player strategy π and distinguisher function D(·) that identifies

deviation given the protocol and system state, and allocates

corresponding penalty L. The utility is therefore given as

ui(π, θ, r) = Eσ∼ S [f(σ, θ)|π]− L · D(π, σ).

III. THEORETICAL RESULTS

We make the following theoretical contributions on RC in

partially-synchronous setting. Explained in detail in [9]

• Rational consensus for k+t < n
2 and t < n

3 is impossible

for rational players of type θ = 3 or 2.

• There exists insecure equilibrium point for consensus

protocol proposed in [1] which results in disagreement.

This calls for more secure RC algorithms where game

theoretic security should be through inexistence of any

insecure equilibrium, rather than current notion of show-

ing existence of secure equilibrium.

• Rational consensus for players of type θ = 1 is possible.

This existence proof is shown through construction of

agreement protocol pRFT as shown in Figure 1. pRFT
achieves consensus for k + t < n

2 and t < n
4 .

• pRFT is an accountable protocol (detects and identifies

deviating parties). It is at-par in communication complex-

ity with currently best available solution [8] (see Table 2).

IV. CONCLUSION

This work proposes theoretical modeling of rational players

to achieve ABC. We determine conditions under which RC is

impossible and also propose protocol — pRFT which achieves

RC for k+ t < n
2 and t < n

4 under specific incentive structure

of the rational players. The protocol is both accountable and

has good communication complexity. However, the gap n
4 ≤

t < n
3 is still open and left for future work.
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