
InSaAF: Incorporating Safety Through
Accuracy and Fairness - Are LLMs Ready

for the Indian Legal Domain?

Yogesh TRIPATHI1 a, Raghav DONAKANTI1 b, Sahil GIRHEPUJE1 a,
Ishan KAVATHEKAR b, Bhaskara Hanuma VEDULA b, Gokul S KRISHNAN a,

Anmol GOEL b, Shreya GOYAL c, Balaraman RAVINDRAN a,d and
Ponnurangam KUMARAGURU b

a Centre for Responsible AI, Indian Institute of Technology Madras, India
b International Institute of Information Technology, Hyderabad, India

c AmexAI Labs, American Express, Bengaluru
d Wadhwani School of Data Science & AI, Indian Institute of Technology Madras, India

1 Co-first authors

Abstract. Large Language Models (LLMs) have emerged as powerful tools to per-
form various tasks in the legal domain, ranging from generating summaries to pre-
dicting judgments. Despite their immense potential, these models have been proven
to learn and exhibit societal biases and make unfair predictions. Hence, it is es-
sential to evaluate these models prior to deployment. In this study, we explore the
ability of LLMs to perform Binary Statutory Reasoning in the Indian legal land-
scape across various societal disparities. We present a novel metric, β -weighted Le-
gal Safety Score (LSSβ ), to evaluate the legal usability of the LLMs. Additionally,
we propose a finetuning pipeline, utilising specialised legal datasets, as a potential
method to reduce bias. Our proposed pipeline effectively reduces bias in the model,
as indicated by improved LSSβ . This highlights the potential of our approach to
enhance fairness in LLMs, making them more reliable for legal tasks in socially
diverse contexts.
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1. Introduction

LLMs have the potential to influence the legal domain, paving the way for intelligent
legal systems [1, 2] through various tasks such as case judgment prediction, case summa-
rization, similar case retrieval, etc. Although these models have the capability to impact
various stakeholders in the legal domain such as judges, lawyers, government, etc., they
also inherit social biases embedded in the training data, leading to the perpetuation of
stereotypes, unfair discrimination and prejudices. Figure 1 illustrates that the LLaMA
model [3] changes its response when the social group to which the individual belongs
change. Therefore, while using AI in legal systems, examining the presence of such
stereotypes and bias becomes critical.
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Prompt

Predicted Output

Law
Identity
Situation

Question

Yes

Section 390: Robbery...
Peter, a Christian male
has been accused of stealing
confidential company docs
Is the law above applicable
in this situation?

Prompt

Predicted Output

No

Section 390: Robbery...
Rahul, a Hindu male
has been accused of stealing
confidential company docs
Is the law above applicable
in this situation?

Figure 1. LLaMA predicts different outputs for prompts varying by only the identity of the individual (Chris-
tian vs. Hindu). Deployment of such LLMs in the real-world may lead to biased and unfavourable outcomes.

Understanding bias in language models and its mitigation is a long-standing prob-
lem that has been explored in various directions. However, studying them in the context
of understanding the legal language, generating predictions accurately while consider-
ing the fairness aspects, especially in the Indian legal domain, remains underexplored.
Hence, we underscore the need for a reliable metric that captures the performance of
LLMs in this domain from a fairness-accuracy tradeoff perspective, and provide an ini-
tial direction for bias mitigation and performance improvement.

In this work, our main contributions are: (1) developing a dataset to study the per-
formance of LLMs in the Indian legal domain through the Binary Statutory Reasoning
task; (2) a novel metric to assess the safety of LLMs from a fairness-accuracy tradeoff
perspective; (3) finetuning pipelines, utilising the constructed legal dataset, as a potential
method to increase safety in LLMs. Our code is publicly released 1. The appendix can
also be found at the same link for further reference.

2. Related Work

Growing LLM usage emphasises the need for safety, including addressing issues like
bias [4]. Research has highlighted the impressive performance of assistive technologies
on judgment prediction [5, 6, 7], prior case retrieval [8], summarisation [9], including at-
tempts in the Indian landscape, such as case judgment prediction [10] and bail prediction
[11, 12]. Deployment of such technologies demand a delicate balance between fairness
and accuracy, particularly in critical domains such as law and healthcare [13, 14, 15].

Bias and fairness in NLP models have been widely studied, but most works limit
themselves to Western contexts2 [16, 17, 18, 19, 20]. India’s unique diversity necessi-
tates examining model fairness across intersecting identities [21]. There have been sev-
eral attempts to mitigate the bias in models, which can broadly be divided into two cat-
egories [22], data-centric and model-centric. While the data-centric approaches modify
the samples by relabeling the ground truth [23, 24, 25, 26, 27] or perturbing features of
the bias-prone attributes [28, 29, 30], the model-centric approach adopts regularisation
and enforces constraints to the learning algorithm’s loss function [31, 32, 33, 34].

1https://github.com/Raghav010/InSaAF
2Western contexts refer to regions consisting of Europe, U.S.A., Canada, and Australia, and their shared

norms, values, customs, religious beliefs, and political systems.
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Table 1. Terminologies used for various components of the dataset.

Term Meaning

Identity type The specific type of identity (like Region, Caste, etc.)

Identity Social group within an identity type

Law IPC Section under consideration

Situation The action committed by the individual which needs to be reasoned

Prompt Instance A single prompt, consisting of a specific law, identity and situation

Label YES or NO based on the applicability of the law in the given situation

Sample K prompt instances, one for each of the K identities in a given identity type

3. Methodology

The proposed work is divided into three components (Figure 2): (1) construction of a
synthetic dataset; (2) quantifying the usability of LLMs in the Indian legal domain from
the lens of Fairness-Accuracy tradeoff ; (3) bias mitigation by finetuning the LLM.
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Figure 2. Our proposed finetuning pipeline. The Vanilla LLM is finetuned with two sets of prompts - with
and without identity. The baseline dataset ensures that the model’s natural language generation abilities remain
intact. After finetuning, each model is evaluated on the test dataset against the LSS metric.

(1) Dataset construction: Given a law and a situation, Binary Statutory Reasoning
(BSR) is the task of determining the applicability of the given law to the situation. Table
1 summarises the terminologies used to refer to various components of our dataset.

We create 1500 samples for each identity type, from a total of 74K prompt instances,
of which 7% of the samples have the label YES. Our metric design is invariant to this
skewness in labels. We refer to this dataset as BSRwith ID. We also create an auxiliary
dataset - BSRwithout ID, where we exclude all the effects of identity by removing the
identity terms and name cues in the prompt. Following the same steps, we create a test
dataset with identity terms (BSRTest

with ID), for inference purposes. Details regarding each
component of the prompt, with a sample prompt template, is provided in the Appendix.
While our datasets provide a glimpse into Indian legal data, we acknowledge that they
do not fully capture the complexity and diversity of the legal landscape.

(2) Legal Safety Score: We study the usability of LLMs in the legal sector by quantify-
ing two key goals - fairness and accuracy. The Relative Fairness Score (RFS) indicates
the proportion of samples where the LLM provides the same prediction, irrespective of
the identity, thus serving as a measure of group fairness. RFS only depends on the parity
of the responses across the K identities, thus unaffected by the skewness of labels. For
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the accuracy aspect, we compute the F1 score of the LLM. Combining them, we propose
β -weighted Legal Safety Score (LSSβ ), defined as following:

LSSβ = (1+β 2)
RFS×F1

RFS+β 2 ×F1
(1)

LSSβ ∈ [0,1], where higher value indicates a better decision-making ability of the LLM in
the legal domain, and β controls the amount of importance assigned to fairness over the
accuracy component. Hereafter, LSS refers to LSS1 (β = 1), unless specified otherwise.

(3) Finetuning as a means for better legal decision making? We study the effect of
finetuning on RFS, F1 and LSS for three variants of an LLM - (i) LLMVanilla, the original
model (baseline); (ii) LLMwith ID, by finetuning LLMVanilla on BSRwith ID dataset, to ob-
serve the effect of identities; (iii) LLMwithout ID, by finetuning LLMVanilla on BSRwithout ID
dataset, inspired by the theory of Veil of Ignorance by Rawls [35].

4. Experimental Results & Discussion

Experimental setup: We partition the samples in BSRwith ID and BSRwithout ID into
training and validation splits, keeping BSRTest

with ID as the common test set. We choose
LLaMA 7B [3], LLaMA-2 7B [36], LLaMA-3.1 8B [37], motivated by the popularity
of Meta’s family of LLMs, all of which are also open LLMs, allowing parameter update
through finetuning. We finetune these models on both the datasets, following the tem-
plate implemented by Wang, Eric J. [38] for LLaMA models. To make the finetuning
more efficient, we use Low-Rank Adaptation [39] on a single A100 80GB GPU at float16
precision. Hyperparameters related to the finetuning process are provided in Appendix.

We avoid Catastrophic Forgetting by including a validation loss, Lbaseline, com-
puted over a baseline dataset- Penn State Treebank [40]. We perform early stopping on
Lbaseline, to keep the natural language generation capabilities of the LLM intact.

4.1. Results

Behaviour of LSS: Figure 3 shows that our finetuning strategy progressively increases
the LSS for all the LLaMA models. LSS provides an intuitive value for model’s usability
in the legal domain. For instance, LLaMA–2 in the initial checkpoints shows a low F1
score and a very high RFS, primarily due to predicting (NO) for all the prompts. Such a
model is not useful due to its poor decision-making power, which is embedded in its low
LSS value. Interestingly, LLaMA–3Vanilla shows a significantly higher LSS compared to
the other models, which is further improved upon finetuning.

Effect of β on LSSβ : Figure 4 shows that when β < 1, the metric is primarily controlled
by the F1 score, thus showing very poor value for LLaMA–2. As β increases, the LSSβ
is dominated by the RFS values of the models. The value of β can be altered based on
the downstream uses of the LLM in the legal domain.

Discussion: Leveraging LSS can help evaluate model deployability by quantifying fair-
ness and accuracy together, making it an important tool for the legal community. Our
findings also emphasise the importance of designing, developing and deploying respon-
sible open LLMs for applications in critical sectors like healthcare and legal domains.
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(a) LLaMAwith ID (b) LLaMA–2with ID (c) LLaMA–3with ID

(d) LLaMAwithout ID (e) LLaMA–2without ID (f) LLaMA–3without ID

Figure 3. Trends of F1 score, RFS, and LSS across various finetuning checkpoints for the LLaMA models. We
observe that the LSS progressively increases with finetuning. The variation shows that LSS takes into account
both the RFS and F1 score. The Vanilla LLM corresponds to checkpoint–0, marked separately by ◦.

Figure 4. Effect of β on LSSβ for the Vanilla variants of the LLaMA models. As β increases, the RFS com-
ponent dominates over F1 score. Additionally, LSSβ for LLaMA–2Vanilla increases due to a high RFS, whereas
it stays stable for LLaMAVanilla due to its similar RFS and F1 score. LSSβ for LLaMA–3Vanilla shows similar
behaviour as LLaMAVanilla, but shifted upwards due to its better performance across RFS and F1.

5. Conclusion & Future Work

Our research explores bias, fairness, and task performance in LLMs within the Indian
legal domain, introducing the β -weighted Legal Safety Score to assess a model’s fairness
and task performance. Fine-tuning with custom datasets improves LSS, making models
more suitable for legal contexts. While our findings provide valuable insights, further
research is needed to address recent case histories and deeper social group analysis. Our
work, focused on Binary Statutory Reasoning, is a preliminary step toward safer LLM
use in the legal field.
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