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Figure 1: A Visualisation capturing birds eye view of 3D representation of maze.

Abstract
Walking is one of the most natural ways to explore an environment.
While Virtual Reality (VR) facilities simulation of infinite spaces, its
limited by the physical space available. To address this limitation,
several techniques have been proposed, such as redirected walking,
walking in place, and teleportation. While some of these techniques,
such as teleportation and walking in place, disrupt the natural im-
mersion, others like redirected walking limit the walkable area
within the virtual space. The concept of overlapping architecture
tackles this challenge by compressing large virtual environments
into smaller spaces. This is achieved by generating portions of an
environment that might be physically impossible as a whole. In
this paper, we propose a system for creating maze-based virtual
environments with multi-path capabilities. This system allows for
infinite natural walking experiences while maintaining architec-
tural consistency. Specifically, our system can generate distinct,
customizable, and scalable virtual mazes for physical areas exceed-
ing 4x4 meters. The combination of multi-path capabilities and
architectural consistency can enhance the overall maze traversal
experience for end users.
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1 INTRODUCTION
Locomotion, the act of moving from one location to another, is
considered one of the most fundamental and universal activities
performed during an interaction in Virtual Reality (VR) [8]. Travers-
ing Virtual Environment (VE) larger than the physical space that
the user is present in brings many challenges. Various techniques
have been developed to address this issue. Locomotion techniques
in VR broadly fall into two categories, natural locomotion and su-
pernatural locomotion. In supernatural locomotion, techniques like
controller-based locomotion, teleportation, walking in place [27],
and world in miniature [24] are used to enable user movement
within a VE. While natural locomotion feels more immersive, su-
pernatural locomotion provides an opportunity to travel faster and
further. Despite its gentle learning curve, supernatural locomotion
is significantly affected by cybersickness. According to sensory
conflict theory [14], this cybersickness arises from conflicting sig-
nals received by the body’s proprioceptive, vestibular, and visual
systems. Conversely, the primary limitation of natural locomotion
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is that it confines the extent of exploration to the boundaries of the
available physical space, posing a significant constraint for practical
applications.

Many natural locomotion techniques have emerged like redi-
rected walking [11] which enhances the accessible area by using
imperceptible gains, but these are still restrained by the limits of
imperceptibility to change an individual’s human perception. Some
techniques change the VEs to accommodate traversal in large vir-
tual areas. Bending the virtual environment whenever the user is
near the physical boundary is one such way [22]. Designers have
created virtual spaces that are physically impossible by exploiting
the fact that only a specific portion of the Virtual Environment (VE)
is visible to the user. However, this approach limits the use case to
indoor virtual environments. Given their inherent indoor structure,
mazes emerge as ideal candidates for leveraging this technique. In
[12], the authors incorporated portals to seamlessly transport users
between different pre-designed sections of the maze.

To the best of our knowledge, none of the works done till now
provide a strategy that allows multi-directional traversal to a user,
something that usually exists in a real maze. They provided only a
single direction that the user walks on while generating the next
segments. Previous works on mazes have also not focused on allow-
ing a player backward traversal through the environment. In this
work, we use a depth-first search through the available space to
generate an appropriate maze that offers multi-directional options
while maintaining architectural consistency throughout. It allows a
more convincing perception of a real maze where users can switch
directions, trace back their path, and walk uninterrupted. Here, we
have developed a consistent maze that renders the same path that
the user traveled through to allow them to choose a different option
and explore a previously unexplored area of the maze.

In sum, the major contributions of our work are the following:

(1) a novel algorithm to design dynamic and infinite multi-path
mazes for games in virtual reality.

(2) a mechanism to allow natural locomotion in both forward
and backward directions in the maze.

(3) an approach tomodify themazes for different size of physical
area.

The demonstrated imperceptibility to change of a human when
engaged with a task [26] inspired our hypothesis that when travers-
ing through the maze the consistency in local orientation within
the maze architecture will have precedence over the overall archi-
tectural impossibility.

2 RELATEDWORK
Many methodologies have been used to enable a user to experience
virtual environments larger than the available physical space. Lo-
comotion techniques similar to natural walking have been more
effective in protecting the immersion of the user and reducing
cybersickness [19].

2.1 LOCOMOTION IN VR
Many methods have been designed to facilitate travel inside a VE.
Teleportation is a common technique currently being used in many
VR applications. Using teleportation users can travel through large

(a)

(b)

Figure 2: (a) Player’s perspective of the maze (b) Building
blocks of the maze

distances by specifying their destination. After selecting the des-
tination, the user’s view is transferred to the target position with
either a sudden change or a smooth viewpoint transition [13]. Ges-
tures can also be used to emulate natural locomotion. Suma et al.
[27] demonstrated the usability of walking-in-place technique on
Microsoft Kinect. They used the depth sensors of Kinect to detect
human actions and binded them to virtual mouse and keyboard
commands. Movements like bobbing your head or Walking in Place
can be detected and then used to generate equivalent motion in
the Virtual Environment. With [20] Nilsson showed that less tiring
gestures like swinging arms can also be used as an input. Works
like [6] showed that Omnidirectional treadmills can be also used to
keep the user stationary at a place while producing motion which
is then transferred to the VE. However further research like Bow-
man et al. [8] showed that users are prone to losing their balance
when side-stepping or turning on Omnidirectional treadmills, fur-
thermore, the associated cost and the lack of portability is another
reason behind the infrequent use of these treadmills.

Reorientation techniques are used to reset the user’s direction
when they are at risk of walking out of the physical space. Three
reorientation techniques freeze-backup, freeze-turn, and 2:1 turn
were introduced by Willimas et al. [32]. Peck et al. [21] compared
reorientation techniques that had turns with/without audio/visual
instructions. Through empirical experimentation, they discovered
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that reorientation using visual distractors is more effective at in-
creasing the user’s sense of presence. Neth et al. [18] showed that
event-based distractions are also effective in increasing the imper-
ceptibility to change of the user. Reorientation during saccades[4]
and eye movements [5] have been proposed manipulating the view-
point between blinks and rapid eye movements.

Redirected walking has been used to manipulate the players
movement and applying different gains between virtual and real
movement to facilitate larger virtual areas. In [1] Azmandian showed
that minimum 6X6 m area is required for these redirection tech-
niques to work.

In another approach, virtual environments are designed in a way
that they can accommodate natural movement while keeping the
player inside the physical boundary. Many interesting techniques
have been employed to manipulate the VR scenes. One way of
doing this is to compress large Virtual Environments into smaller
physical spaces by means of self-overlapping architecture [28]. In
Flexible Spaces [10] they have done procedural generation of an
overlapping architecture but only for a fixed area of size 9x9m.

2.2 REDIRECTEDWALKING
With [11] Razzaque et al. introduced redirected walking locomo-
tion techniques for virtual locomotion. They proposed applying
imperceptible gains between user’s real and virtual motion. Dif-
ferent types of gains like translational [31], rotational, curvature
and bending gains are explored to allow viewpoint manipulation of
the user. The limits of various gains such that they remain imper-
ceptible have been analysed by empirical evaluation in the study
done by Grechkin et al. [9]. Nilsson et al. in [19] divided redirected
walking in to two major categories, (1) Manipulating the mapping
between user’s real and virtual movement, and (2) Manipulating
the architectural properties of VEs to enable natural movement of
the user.

Although unrestricted walking is desired in a VE but overt ma-
nipulationmay also become necessary when the user is dangerously
close to the boundary area. Various techniques like freezing the
user and making them turn by Williams et al. [21], and using visual
distractors to rotate the user by Peck et al. [21] , are proposed.

Steering algorithms have also been designed which apply various
gains based on user’s position and steer them away from bound-
ary. Razzaque [11] prposed Steer to center, steer to orbit, and steer
to multiple waypoint. Recently algorithms which predict user’s
future path to apply appropriate redirection gains have also been
developed. Zmuda et al. proposed FORCE [33] which use subtle
continuous redirection using key decision points. Nescher et al.
proposed MPCRed [17] which predicts future travel path based on
information of physical and virtual environment. In [25] strauss et
al. used reinforcement learning to calculate appropriate gains for a
virtual environment. Thomas [29] used artificial potential functions
to constantly guide the user towards empty area of the physical
environment. In [17] Thomas et al. designed an algorithm which
uses a map of the VE to determine optimal redirection technique.
Although most techniques have focused on redirection with re-
spect to a single user, works like Azmandian [2] and bachman [3]
have worked on multi user redirection techniques. Dong [7] used
artificial potential function to enable multi user redirected walking.

(a) (b)

(c) (d)

Figure 3: Procedurally Generated Overlapping Mazes

2.3 OVERLAPPING ARCHITECTURE
In [28] Suma et al. presented ‘Impossible Spaces’, a design mechanic
to compress large virtual environments into small physical areas
by overlapping parts of virtual environments such that the overlap
is imperceptible. They found that detection threshold for a small
virtual environment is an overlap of up to 56% and for large virtual
environment is an overlap of up to 31%. Han et al. [10] proposed
giving Horizontal, Vertical, and Accordian folds to the Virtual En-
vironment for extended travel

Vasylevska and Kaufmann [30] developed an algorithm for pro-
cedural generation of a spatial layout when the content of the
environment is more important than the overall architecture. In
[26] ‘Change Blindness’ was used to change the position of the
door between entering and exiting a room to reuse the available
physical space. Space Bender [22] was designed by Simeone et al.
which bends the virtual environment when the user is near the
physical boundary. Despite producing great results, the overlapping
architectural techniques can only be applied to interior spaces.

Many specialised VE that allows for infinite walking are also
proposed. Environments like corridors and mazes suit this because
of their interior structure. Mittal et al. [15] designed limitless path
consisting of corridors. In [12] Koltai et al. developed a method
that generates tile based overlapping mazes which use a portal
to teleport user from one part of the maze to another seamlessly.
They showed that the transition from one part to another remain
unnoticeable if done properly [16].

With [23] Simons showed that when focusing on a main task
the user ignores other unexpected changes in the environment.

3 METHODOLOGY
We wanted to create a more convincing strategy to generate virtual
mazes that while keeping the core aspects of a maze intact, allows
a user to traverse infinitely large mazes. The mazes generated have
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i) Only one path joining any two positions ii) Multiple paths for
the user to choose from iii) Unrestricted travel in both forward
and backward directions to enable practical uses in various envi-
ronments. The works done before while producing mazes in VR
provided only two out of the above three qualities.

ACMGVR achieves this by first doing Depth First Search from
the starting position to check for available physical space. Tak-
ing into account the typical configurations of generic mazes, we
have made a deliberate design decision to ensure that every wall
is positioned at a right angle to its adjacent walls. This approach
guarantees a consistent and structured layout throughout the maze.
The construction of the maze is based on two fundamental build-
ing blocks: section walls and connector walls. The section walls
are responsible for forming the corridors within the maze, while
the connector walls serve the purpose of linking these corridors
together. Specifically, section walls consist of two parallel walls,
each with a length denoted by l and they are separated by a width
denoted by w. On the other hand, connector walls are character-
ized by their length w, and are utilized to connect various section
walls. The strategic combination of section walls and connector
walls results in the formation of the desired maze structure. Figure
2 illustrates the configuration where two section walls, depicted
in black, are connected by two connector walls, depicted in blue.
This visual representation highlights the structural relationship
between the section walls and the connector walls, demonstrating
how they integrate to form a cohesive part of the maze. Both vari-
ables, namely l and w, can be adjusted by the developers according
to their specific design requirements. This flexibility allows for cus-
tomization and optimization of the maze structure to meet various
design objectives and constraints.

For checking the available directions for spawning the maze, we
project rays of length (l + 3/2 * w) from the current player position
in three directions: current direction of the player, 90 degree clock-
wise, and 90 degree anticlockwise from the current direction. Given
that each wall is positioned at a right angle to the adjacent walls,
these three directions are sufficient for accurately measuring the
available space. For rays that do not intersect with the boundary,
three additional rays are projected from their endpoints. This proce-
dure is repeated three times to ensure that there is sufficient space
for the generation of the maze. This iterative approach guarantees
that the maze structure is adequately spacious and well-defined.
This depth first search algorithm yields one, two, or three possible
directions. The system chooses one or more directions randomly
from the available options. The chosen directions are then used
to create single or multi directional pathways for the player. To
create the pathways, section walls are instantiated in all the se-
lected directions, and required connector walls are utilized to stitch
the connector walls together. This ensures a coherent and well-
structured maze layout. Since every sections is either in the same
direction as the current one or 90 degrees rotated from it, we do
not need to store the exact coordinates of each section to store the
architecture of the maze. By utilising this feature, we can store all
the corresponding sections associated with the maze in the form
of a graph, this helps us in keeping the storage requirements to
minimum. Each node in the graph represents a section and each
section is connected to children nodes which represent the follow-
ing sections associated with the current section. Each node also has

an index value stored in them. The index value is either +1, -1, or
0. The index value of a node tells us the rotation that the current
node has with respect to its parent in multiples of 90 degrees.

When the player starts moving, the system generates the maze
in the forward direction while removing the older portions from
the scene. For every section, two sections in forward direction
are rendered and one previous section connected to the current
section is kept. This procedural generation and destruction help
us in utilising the same physical space again. We also keep track
of the direction that the player moves in and we save that in the
form of index data for posterity. We also randomly close some
pathways with horizontal connector walls to enhance the similarity
to real mazes. One key aspect in which our system is different from
the previous works is that it allows the player to go back to their
previous positions and explore older sections or spawn completely
new territories branching out from them. In the scenario when the
user turns around, we use the saved information to generate an
exact section of the maze that they walked through enabling them
to explore older, previously unexplored sections of the maze. We
do this by traversing through the graph that stores the information
about the relative placement of the sections. If the user lands on
a node with no children, the system does the same depth first
search to measure the available space and appends new nodes to
the current node. As the system is using the same physical area
to render different parts of the maze, it effectively produces an
overlapping architecture.

We can visualize the same by imagining the maze as a multi
storey structure of mazes. A visualisation of one of the mazes is
shown in Figure 1. The image provides a bird’s-eye view of a maze,
where older sections are retained, and overlapping areas are de-
picted as parts of the maze on different floors. Sections aligned
vertically in the image represent different parts of the maze that
occupy the same physical space. The connecting corridors between
different floors illustrate instances when a section wall begins to
overlap with older portions of the maze. Only three storeys are
drawn here for the sake of brevity. The player’s perspective of
the maze is shown in Figure2 (a). In this instance, the maze has a
height of 3 meters, while the player stands at 170 cm. Since the
height of the maze does not affect our algorithm, it can be easily
adjusted according to the developer’s requirements. Figure 3 de-
picts a model player navigating through a procedurally generated
maze. The player is represented as a blue cylinder, with a smaller
white cylinder indicating the direction they are currently facing.
Sub-figures (a) through (d) showcase various snapshots of the maze
captured at different timestamps. The player starts from (a) and
takes 4 left after crossing each section. On closer inspection of sub-
figures (a) and (d) it can be seen that the user is walking within the
same physical area of the room. However, from their perspective,
they appear to be moving deeper into the maze.

We developed the prototype using Unity Engine and Oculus
Quest 3, and designed it for a 6x6 meter area. However, in theory,
the system should function with any Head-Mounted Display (HMD)
and in spaces larger than a minimum of 4x4 meters. Both section
walls and corridor walls are designed as prefabs in Unity. These
prefabs can then be instantiated as per requirement to draw the
whole maze. The core algorithm remains unaffected even if we
adjust the length and width of section walls or connector walls to
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fit the available physical space. Each section wall is equipped with
collision triggers that detect the player’s movement within it. Since
each trigger is associated with a section wall, we can also find the
index of the corresponding section wall whenever player triggers a
collision. We save the indexes of the triggers that the player hits
in an integer queue. This helps us in navigating through the graph
that stores the architecture of the maze while also keeping track of
the player’s position inside it. The triggers are strategically placed
at the center of the wall sections, aligning the normal vector of the
trigger with the direction of the section walls. When the player
collides with a trigger, a vector is generated to store the direction of
the collision. By calculating the angle between the collision vector
and the normal vector of the trigger, we can ascertain the player’s
direction. If the angle between the trigger’s normal vector and the
collision vector is obtuse, it indicates that the player has turned
around. This change in direction alters the traversal path within the
graph. Instead of moving from the parent node to the child node,
as in forward motion, the traversal moves from the child node to
the parent node. In such scenarios, two sections of the maze are
maintained in both forward and backward directions.

Task completion is intrinsic to any game, and task engagement
directly impacts the cognitive abilities of the user. Based on this
observation, we hypothesize that when users are occupied with
a task, the relative local directions they choose become a more
critical indicator of their cognitive map than the overall architec-
tural feasibility. We designed this algorithm specifically to test the
above hypothesis. The overlapping structure of the maze tackles
the constraints of a limited physical space, while hiding in itself
the impossible architecture of the overall structure. This impossible
architecture of the maze can be used as a detection factor in the
experiment to support the hypothesis. The information of the ar-
chitecture of the maze is saved as a graph, this helps us in keeping
computational complexity to a minimum while optimizing perfor-
mance of our algorithm. It also enables the backtracking feature of
our system, which can be considered necessary for task associated
experimentation of our hypothesis. Moreover, the simplicity and
modifiability of our system provides a perfect platform to gener-
ate distinct, customizable, and scalable virtual mazes for limited
physical areas.

4 FUTUREWORK
As the system remains untested at this stage, experimentation is
needed to assess the impact of overlapping architecture of mazes
on player’s cognitive map of the structure. We may enhance their
cognitive mapping abilities and facilitate smoother traversal by
altering the color gradient of the maze as the player progresses.
Furthermore, adjusting the lengths of various maze sections ran-
domly within gameplay can contribute to a more convincing and
less predictable experience for players. These modifications will
allow us to create diverse challenges within the maze while main-
taining engagement. Comparing the performance of our algorithm
with other baselines methods of maze generation is required for
qualitative evaluation. Lastly, introducing a treasure hunt element
provides an excellent opportunity to evaluate the playability of
the maze game. By observing how players interact with hidden

objectives or rewards, we can refine the design and enhance overall
gameplay.
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